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Graph basics & notations

N= {1234

(1)

E = {(1,1),(1,2),(1,3), (1,4),
(2,2),(2,3),(3,3),(4,4)]

N, ={1234} N,={123) @ @

N, = {1,2,3} N, = {1,4} @
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Graph Attention layer

Goal: Design a layer which takes nodes feature i, € R’ as input and output a new feature h € RF.

14

Petar Velickovi¢ and Guillem Cucurull and Arantxa Casanova and Adriana
Romero and Pietro Lio and Yoshua Bengio. 2018. Graph Attention Networks.
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If a is a single perceptron parametrized by a vector d € R*", and followed by a
LeakyReLU activation function, the expression becomes:



Attentional mechanism

a:RFxRI = |

If a is a single perceptron parametrized by a vector d € R*", and followed by a
LeakyReLU activation function, the expression becomes:

e;; = LeakyReLU (E)T[Whi\ | Whj])

|| designating the concatenation operator.
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Attentional mechanism

exp(e;;)

a; = softmaxfe;) = o

J

exp (LeakyReLU ( XT[Whi || Wh] ) )

> Len. EXP (LeakyReLU ( adT[Wh;| | Wh] ) )
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Multi-head attention
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Or, for the last layer:



Example of application: superpixels
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196 pixels

Example of application: superpixels
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[2=]Pedro H. C. Avelar and Anderson R. Tavares and Thiago L. T. da Silveira and Claudio R.
Jung and Luis C. Lamb. 2020. Superpixel Image Classification with Graph Attention Networks.
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Example of application: superpixels

Super pixel = (average luminosity, geometric centroid)

[2=]Pedro H. C. Avelar and Anderson R. Tavares and Thiago L. T. da Silveira and Claudio R.
Jung and Luis C. Lamb. 2020. Superpixel Image Classification with Graph Attention Networks.
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Example of application: superpixels

MNIST-75

MoNET [15 91.11%
SplineCNN [6) 95.22%
GeoGCN Qu] 9. 95(7.

GAT-1Head 05.83%
GAT-2Head 96.19%







